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ABSTRACT

The wealth of information that is readily available nowadays
grants researchers and practitioners the ability to develop
techniques and applications that monitor and react to all
sorts of circumstances: from network congestions to natu-
ral catastrophies. Therefore, it is no longer a question of
whether this can be done, but how to do it in real-time, and
if possible proactively. Consequently, it becomes a necessity
to develop a platform that will aggregate all the necessary
information and will orchestrate it in the best way possible,
towards meeting these goals. A main problem that arises
in such a setting is the high diversity of the incoming data,
obtained from very different sources such as sensors, smart
phones, GPS signals and social networks. The large volume
of the incoming data is a gift that ensures high quality of the
produced output, but also a curse, because higher compu-
tational resources are needed. In this paper, we present the
architecture of a framework designed to gather, aggregate
and process a wide range of sensory input coming from very
different sources. A distinctive characteristic of our frame-
work is the active involvement of citizens. We guide the
description of how our framework meets our requirements
through two indicative use cases.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Retrieval
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1. INTRODUCTION

The technological advancements that have occurred during
the past decade in various domains, including sensors, wire-
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less communications, location positioning technologies and
the web, allow for the collection of a wide range of data.
Given the abundance of information that is available from
all of these sources, researchers and practitioners are now
able to develop techniques and applications that monitor
and react to all sorts of conditions. For instance, sensors
have been used to automatically control high performance
facilities, such as power plants and hotels. Health informat-
ics also rely on devices with sensory input, to monitor ex-
ercising or more critical data, such as heartbeats and pulse.
GPS signals give rise to location-based services, whereas the
GPS traces can be used for trajectory recommendations, on
handheld devices [6]. Finally, social media sites, such as
Twitter and Facebook, contain large amounts of user gen-
erated content. These platforms serve for users to freely
express their views and interests, but also to discuss them
online with their social networks.

A feature shared by all of these mediums is that access is
generally readily available or is fairly easy to obtain. For
example, sensory devices are very cheap, and their cost is
decreasing, while their capabilities are increasing. Mean-
while, smartphones are equipped with sensory devices, in-
cluding accelerometers, temperature readers and GPS. They
also run applications with which users can post status up-
dates on online social media, including the rest of the contex-
tual information. Social media sites provide access to that
data through Application Programming Interfaces (APIs)
over the network. Twitter *, for example, has attracted
considerable attention from the research community, due to
the large user involvement with the service, but also due to
its data openness policy.

In this setting it is important to efficiently process it in real-
time, and combine it in meaningful ways to better under-
stand what is going on. At the same time, offline processing
can be of tremendous help, because it can help us build his-
torical knowledge around the monitored entities. Typically
there is an interplay between online and offline processing
in the event detection and response process. The typical
situational awareness cycle where one observes a situation,
decides on an action and acts, followed by observation of
the results of the action depends on online processing for
its support, where everything is happening in real time. By
logging everything, we are also able to do offline processing,
to improve and evaluate anew the processes that are being
used. As an example, consider a recurring pattern of traf-
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fic network congestion within a city. Offline processing can
help us understand and create models of user mobility. We
can subsequently use these models in the online setting to
identify the congestion source and suggest alternative routes
to the drivers and reduce traffic jams.

The availability of diverse and extensive information allows
us to address more challenging problems, such as real-time
event detection and response, disaster and crisis manage-
ment, emergency reporting, and sustainability applications.
In this paper we focus on real-time event discovery for cri-
sis management and emergency reporting applications. Such
applications are motivated by civil protection agencies, which
are responsible for aiding civilians in these occasions, and
their decisions greatly depend on the quality of the data
they can access. Fast response time is also critical in their
line of work, given that people’s lives are at stake. Allowing
such agencies to have easier, faster and accurate access to
the data we previously described, should improve their per-
formance and quality of decision making, as they would be
more informed regarding what is happening. However, it is
imperative to present each time the most relevant informa-
tion for the task at hand, which makes the overall problem
even more challenging.

The goal of this paper is to initiate work on the development
of a platform which will aggregate all the necessary informa-
tion and will orchestrate it appropriately. A fundamental
problem that arises is the high diversity of the incoming
data, obtained from very different sources and having dif-
ferent formats. For example, sensory data are (typically)
single valued, measuring a specific feature (e.g., temper-
ature), GPS signals are comprised of (latitude,longitude)
pairs, whereas social media input is mostly textual, cover-
ing anything that the users want to talk about.

In this paper we focus specifically on two data sources, namely
social microblogging data (such as twitter) and cellphone
GPS trajectory data. The reason we focus on those two
data sources is two-fold: First, they represent the two as-
pects of a user’s experience which are becoming increasingly
interwined given the recent advances of increasingly on con-
nectivity and very efficient availability of network resources.
Second, they represent potentially massive data, enabling us
to explore and expand the limitations of current techniques.

Events themselves may be defined in very different scales,
making a coherent understanding difficult. For example an
unusually high-traffic situation in the centre of a city can be
described in one twitter text message, sent by user that is
complaining for a traffic jam, or by a sequence of values in
the traffic sensors that are located in the area of the traffic
jam. In addition to the difference of the scales, another
problem is the high volume of the collected data. Twitter
alone now counts more than 200 million active users, with
an approximate 340 million tweets on a daily basis 2. The
large volume of incoming data is a gift that ensures high
quality of the produced output, but also a curse, because
higher computational resources are needed.

2. RELATED WORK
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There have been significant steps in infrastructure develop-
ment over the past few years, with regards to disaster man-
agement and early warning systems. For example, Flood
Watch [1] developped by the DHI Group, and the Mike mod-
elling framework [2], are built to support decision making in
case of flooding. The integration of Semantic Web tech-
nologies for flood warning was also investigated during the
SemsorGrid4Env project [8]. Algorithmic techniques that
try to predict the likelihood of flooding, based on bayesian
classification techniques were proposed in [11]. With the
exception of the last one, which does not present a fully
fledged system, the rest rely entirely on input from sen-
sory data. Despite the ongoing advancements in hardware,
sensor-based approaches are limited to the capabilities of the
sensors. Thermal sensors, i.e. devices that can only measure
temperature, can not be used for protection from flooding,
and vice-versa. Moreover, sensors are only able to moni-
tor the area where they are deployed. For example, sensory
devices deployed on the river bank are unable to monitor
what is going on within the city center. The only way to
solve these problems is to deploy across all areas of inter-
est different sets of sensors, one set for each emergency we
want to monitor. This solution is not only costly, but also
impractical to manage and maintain.

Very similar in spirit are frameworks for fire monitoring.
SCIER 2 is an indicative example that dealt with this type
of emergency, and relied on sensory data, thereby facing
the same inefficiencies that we previously discussed. The
more recent TELEIOS project 4 provides a “Virtual Ob-
servatory Infrastructure”. The project combines spatial and
spatiotemporal Semantic Web technologies with satellite im-
ages. Therefore, it is more closely related to remote sensing.
However, a major downside is its strong coupling with the
fire monitoring application. The reason is that the input
data can provide only so much detail as to identify incidents
of fire. In other words, even if we adapted the TELEIOS in-
frastructure to allow for the identification of other types of
events, the results would be far from satisfactory. Satellite
images are difficult to obtain, periodicity is quite small and
even then they are unsuitable for locating network conges-
tions or even earthquakes. On the contrary, social media [14]
and smartphone driven [13] techniques have been shown to
be able to achieve this.

To meet the needs of real-time processing for event detection
and response, we need a robust and efficient underlying in-
frastructure. The recent INSIGHT project focuses on gath-
ering, aggregating and processing a wide range of sensory
input coming from very different sources. The ultimate goal
of the INSIGHT project is to provide a real-time compu-
tational platform which will facilitate decision making pro-
cesses in the presence of mission critical tasks (e.g., disaster
management). In addition to the variety of data sources, an-
other distinctive characteristic of our framework is the active
involvement of citizens, as part of the entire processing cycle,
by employing crowdsourcing and active learning techniques.
We use a diverse set of data sources, including sensory data,
GPS data, as well as user generated data. Essentially, we
reinforce the social sensor naming convention of social me-
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dia users, who post information regarding their surrounings,
in real time. In that respect, each user can be seen as an
individual sensor, who can submit any type of information,
according to their interests. With the right incentives, the
user can also become engaged to submit high quality infor-
mation. It is important to note that user input is not only
used as a means to identify events or emergencies, for which
action should be taken, but also to shed further light and
describe what the event is about. Explaining the event to
decision makers is of paramount importance, especially if it
is a complex one, which is affected by several parameters.

Projects that use a variety of information to address event
detection, and are therefore more closely related to INSIGHT,
are PRONTO ° and WeKnowlt ¢. Compared to the for-
mer, INSIGHT is interested in providing a generic compu-
tational platform, that will facilitate the detection of events
of various types, ranging from network traffic (e.g., road
congestion, car accidents) to natural calamities. Moreover,
event detection within INSIGHT is based on input from all
sensory input, including that from social sensors. On the
contrary, PRONTO uses feedback from the users for the
descriptive enrichment of events only. We also employ ac-
tive learning and crowdsourcing techniques to improve the
quality of the obtained results. Regarding WeKnowlt, the
objectives of that project largely differ from the ones of IN-
SIGHT: WeKnowlt uses collected information to understand
the impact of new technologies in reporting during disaster
management, whereas we use collected information to ac-
tually guide the decision making process. In that respect,
INSIGHT also faces technical challenges, because it needs
to process and combine voluminous, heterogeneous data in
real-time.

3. OUR GOAL

We aim at developing the infrastructure to mine and man-
age the available information coming from multiple, hetero-
geneous sources in real-time. Such an infrastructure finds
several applications, with the most important ones being
in emergency response and disaster management situations.
Civil protection agencies are therefore the primary users of
our infrastructure, although simple users benefit as well.
Civil protection agencies base their decisions on the informa-
tion that they have available, and therefore, their decisions
can only be as good as the data they have. Providing them
with an infrastructure that intelligently aggregates hetero-
geneous information, that is readily available enables them
to make more informed decisions.

Succintly, our goal is to develop a general architecture that
can target a set of applications, including flood manage-
ment, emergency response and urban transportation
planning, which have a requirement for monitoring and
processing information coming from different sources in real-
time. Our specific objectives are:

e To develop an adaptive, scalable and dependable, real-
time infrastructure for emergency monitoring. Such
applications need efficient real-time processing to de-
liver information on time. The scalability requirement
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comes from the fact that today there are large data
sources, including data collected by extensive sensor
networks, that we must process. Adaptivity stems
from the need to combine heterogeneous sources whereas
dependability is required by the critical nature of the
applications that we want to support.

e To develop novel methodologies for monitoring, pro-
cessing, analyzing and synthesizing massive amounts of
heterogeneous data for improving our ability of coping
with emergencies. In this work we focus on detecting
and understanding events from different data sources.
Event detecting and monitoring is a general problem in
several settings, and can be particularly important in
emergency management situations as it can help im-
prove the situational awareness of those tasked with
managing the response to an emergency.

e To efficiently analyse diverse data sources, to correlate
events identified in different scales, and to improve the
accuracy of our methods, we aim to develop and use
novel crowdsourcing techniques, and novel mechanisms
for uncertainty management.

e To ensure reusability and facilitate faster adaptation of
the proposed methodology. This practically translates
to making the transition from the old infrastructure
to the new one as smooth as possible. A system that
is difficult to use or understand, is impractical for the
use-cases that we consider, since we are dealing with
life-critical situations.

4. EVENT DETECTING AND MONITORING

A major goal of our work is to develop an approach for event
monitoring and the appropriate mechanisms that will deal
with the volume of the data, as well as the heterogeneity
of the data in time and scale. We focus mainly on the fol-
lowing types of data sources: mobile and smartphone data
(e.g., GPS signals, trajectories), and social media sites (e.g.,
Twitter). The variety of sources is because we acknowledge
that there is no “one-size-fits-all” and different sources are
better suited for different tasks.

These sources produce a continuous stream of data, which
are being received by the monitoring engine. Of course,
each source is received by a separate module, but the mon-
itoring engine can be seen as the entry point of all input
to our system. Due to the heterogeneity of the data, but
mostly because of them being inherently noisy, we need to
address uncertainty management. The uncertainty module
is required so that it provides probabilistic estimates of the
events we are encountering, enriching them with confidence
values. An event for which we have very low confidence of
occurrence (because the sensors are too noisy), should not
signal an alert. On the other hand, an event that is very
rare, but for which we have high confidence, through this
module, should realise an alarm to the decision makers.

Uncertainty management is not targeting one particular data
source. It applies in sensor networks, because the event we
see could just be a sensor failing; such an event is insignif-
icant for civil protection agencies. It also applies to social
media [9], as users may be influenced by their social peers.



The plethora of data sources also helps us reduce uncer-
tainty and verify (or reject) a potential event, by increasing
our confidence through multiple channels of input. Note
that the uncertainty management module also has a back-
feed to the input sources. We have designed the module in
this way, exactly for this particular reason: to be able to
query additional sources, and improve our confidence of an
event’s occurrence or not.

Finally, there is the actual data processing layer, which pro-
cesses the incoming data as the input stream is received.
Therefore, for the most part, this involves stream processing
techniques, to cope with the real-time nature of the setting.
The same module is used to improve the models that are
being used. Consequently, the models are constantly eval-
uated and improved, through implicit and explicit feedback
received from using the system itself.

In the following paragraphs, we give some additional details
to the processing frameworks of smartphone and Twitter
data.

4.1 Social Media Processing

Twitter is one of the most popular networking sites in the
contemporary web. It currently has around 200 million ac-
tive users who post more than 340 million tweets (short mes-
sages) on a daily basis. It relies on user generated content, of
small size, that is constantly updated. Users are allowed to
post short messages, no more than 140 characters, without
limiting them to a particular topic. Engaged users talk with
friends or broadcast their interests. Twitter also has a so-
cial component aspect, allowing users to connect with each
other, thereby forming a directed graph. The diversity of
its users, in terms of cultural background, spoken language,
interests, etc. make it a very challenging medium.

In addition to being a social media platform, due to its in-
herent real-time nature of constant updating, Twitter has
also been a fruitful medium for news reporting, because it
provides up-to-date information of what is being discussed.
Indicative examples of this intrinsic characteristic include
the recent political termoil in the Middle East, the Japanese

earthquakes [14], or the 2007 Southern California wildfires [16].

Despite its potential as a platform for real-time event de-
tection, there are several challenges that we need to tackle.
For instance, as events are typically tied to a location in the
physical world, we need to know where the users reporting
the event are situated. However, only a small fraction of the
users disclose that information [17]. In fact, no more than
5-6% of the users use GPS signals to indicate their location,
which has led to several techniques for location extraction [7,
10, 14] from user profiles.

Figure 1 depicts an architectural overview of the components
that are necessary to identify meaningful events in Twitter.
The final output will be, of course, the same as the one from
the Smartphone Event Detection component.

Event detection is our primary objective, and one of the
means to achieve this is emotional cues. Following cogni-
tive and affective theories [18], our event detection mecha-
nism makes the assumption that tweets which deviate sig-
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Figure 1: Architecture for Event Detection in Twitter

nificantly from the (aggregate) norm are the result of such
events. We will not elaborate on the mechanics behind event
detection, as they go well beyond the scope of this paper.
Succintly, we maintain an online sample of the received data
and we rely strictly on data streamed by Twitter and not
on query-based solutions. Therefore, our system operates as
though the stream was observed by the service itself.

A prominent component of the Twitter Event Detection ar-
chitecture is the Gazetteer, which performs geocoding of
users, i.e., positions them on a (geographical) map. Events
can also be associated with emotions, which is why we also
have the Emotion Classification component. This could pro-
vide additional information to decision makers, and it could
also be useful feedback for the uncertainty module compo-
nent, we have discussed in the previous paragraphs. Note
that our current architecture does not list a specific tech-
nique for event detection. Therefore, online clustering could
be applied [5, 12], graph partinioning [19] or lookups from
previously extracted events [4].

Events extracted from Twitter are immediately associated
with some particular text, because the medium itself re-
volves around textual content generated by users. For this
reason, Twitter can be used as a service to provide mean-
ingful interpretations of events, that we encounter through
other input sources (e.g., sensors). For example, after an
event is identified from sensor values, we can probe Twit-
ter users to ask them to describe the situation for us. A
description of the event is very important, because it gives
the authorities a better view of the magnitude of the prob-
lem. We could also enrich this information with external
links, metadata, or additionally extracted information e.g.,
emotions. Emotions, for instance, are a valuable piece of in-
formation for the social sciences (psychology and sociology
in particular), and can be used to monitor the reactions of a
group of people to an event. A visualization technique that
combines event summarization, associated with emotions is
provided by [18].

The sheer amount of data that is produced on Twitter, also
makes the problem challenging from a technical perspec-
tive. For this reason, we have built a distributed process-
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Figure 2: Processing chain of information in a distributed, online fashion

ing system, among several machines, to apply online anal-
ysis. A simplified processing chain is shown in Figure 2,
where we only consider the Twitter stream as input. Note
that this processing chain only considers event identification
from Twitter. There are additional query-based channels, to
probe Twitter for further information on a specific topic, us-
ing hashtags, tokens, etc.

4.2 Smartphone Event Processing

Smartphones and handheld devices (netbooks, iPads, etc.)
are becoming more and more ubiquitous. A distinctive char-
acteristic that these devices share, as opposed to an ordi-
nary laptop or a desktop computer, is that users always
carry them with them. Even the simplest smartphones have,
nowadays, sensing capabilities like GPS, camera, microphone
and accelerometer, WiFi and bluetooth communication, etc.
Therefore, they can easily transmit and receive data across
the network, and inform the interested parties about what
is going on.

Our goal is to exploit the collective data streams gener-
ated by application software modules running on multiple
user smartphone devices and shared by the users in the dis-
tributed system, to detect events of interest.

We assume that each stream of data consists of a sequence of
chunks of data, called Application Data Units (ADUs); these
are messages triggered locally at the user mobile phones us-
ing the sensing devices on the phones. Their exact form is
application dependent, an example of an ADUs is: <user
id, latitude, longitude, timestamp> (for a traffic monitor-
ing application). The data streams may vary in size as
well as volume since they may combine several types of
data with different characteristics (e.g., they may contain
video samples for analyzing the level of congestion in a city
junction) and so we must ensure that the available system
resources will be able to process the amount of ADUs gen-
erated. Smartphones are powerful enough to do some local
processing rather than just sending the raw data streams,
such as computing the average time to reach a destination
under the current traffic conditions or triggering an alarm
when there is high traffic.

Social ties of a group are important, because they are in-
dicative of common interests. In this paper we use the con-
centration of groups of people in an area to hint to us that

an event occurs. Therefore, when a set of users, who share
social ties, are clustered in a particular area, this could be
a good indication of an event. Note, however, that for the
same reason, the event could be a social one (i.e., attending
a concert), or an emergency one (i.e., fire in a building).
We develop a dynamic clustering technique that allows us
to cluster data streams generated from user mobile devices
and then use a crowdsourcing component to ask a represen-
tative subset of the streams in the clusters to monitor. This
is built on the premise that when an event occurs, users will
gather around it. This finding has been validated in [13].

Assuming a data set D = (z1, x2, ..., Tm ), we aim to extract
a number of nonoverlapping subsets x1, T2, ..., Tn, with n <
m, identified as clusters, based on the clustering criterion
(i.e., maximum distance of any two points within the clus-
ter should be below a threshold). Given a number of users
in the mobile system, each described by the following infor-
mation < user_id, latitude, longitude, timestamp >, we use
the streaming data provided by the users to cluster the users
based on their geographical locations. This data is gath-
ered by a monitoring module that runs locally on the phone,
this is responsible for building and maintaining resource uti-
lization profiles as well as transmitting the application data
through the network substrate. Thus, at each time instance,
the clustering component: (i) creates new data points to rep-
resent new users in the system, based on their locations, (ii)
updates the locations for moving users, and (iii) removes the
points that represent users that have not participated in the
system for a long time period. DBSCAN [15] and Optics [3]
are two of the most common density-based clustering algo-
rithms. However, they are not designed to deal with mobile
users where the clusters need to be managed and updated at
runtime. The advantage of our approach is that only users
that have changed their locations will need to be updated in
the clusters. However, changing one point can affect multi-
ple neighbor points in the cluster, triggering further changes
to the number of clusters. We assume, that, in addition to
the sensing modules and the application components run by
the user, there is also a monitoring module run locally on
the devices.

The crowdsourcing component is responsible to select a bi-
ased subset of users from each cluster, (k), depending on
resource availability and based on the maximum amount of
data units that the system can efficiently transmit and pro-



cess. The clustering component works in concern with the
crowdsourcing component to achieve our goals. Clustering
is applied on the GPS collected from the users, to geograph-
ically group them together in the physical world, while the
crowdsourcing component performs the sampling function
to determine which nodes will participate in the event de-
tection process.

Figure 3 gives a high overview of the flow of the data from
the nodes, through the applications, and the communica-
tion with the distributed stream processing system. Data
is collected from the nodes. Based on the sampling pol-
icy, we select a set of nodes to participate in the clustering
step, which we also apply. As new nodes are discovered,
or as some are removed from the network, we reapply the
clustering algorithm and subsequently sampling. This helps
us identify how events evolve over time as well, and monitor
them through time and space. Note that this is a distributed
stream processing system, given that we have multiple par-
ticipating nodes, and that we need to process this informa-
tion in real-time.

S. EXPERIMENTS

In this section, we provide a brief experimental evaluation of
our architecture. The first set of experiments is to demon-
strate the efficiency of our system in terms of the Twitter
processing chain. Given that various event detection mod-
ules could be employed, with varied efficiency values, we
will focus on the Location Extraction part, for which we are
using a custom solution [17].

For geocoding users, we use an RTree structure to pinpoint
those who specify their location through GPS. For the rest
who provide it with a textual description, we employ lookups
on a custom location database (a “gazetteer”). For the pur-
poses of this task, we built two possible gazetteers, with
different information content. Both of them use the GeoN-
ames | dataset as the basis. The first one, “Full”, is built
using the entire GeoNames dataset. The second one, “Small”
uses only the fraction of the GeoNames dataset that is about
inhabited places. The reason for “Small” is that several of
the locations in GeoNames are about lakes, forests, etc.,
where users would not be found, and matches against these
locations would seem most likely odd.

"http://www.geonames.org
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Figure 3: Event Extraction from Concetrated Groups

The experiment was to geocode — map textual descriptions of
locations to (latitude, longitude) pairs — 1.8 million unique
locations, which have been extracted over the period of a two
month crawl from Twitter. For this experiment we used a
single Quad Core machine.

The size of the gazetteer impacts the amount of time needed
to geocode the locations, with the “Small” dataset perform-
ing (eventually) around 10x faster than the “Full” one. As
we can also see from [17], the efficiency gains are also fol-
lowed by effectiveness gains as well. Note that it takes no
more than 2 hours to geocode the, approximately, 2 million
locations; although these numbers may sound high for real-
time processing, we should keep in mind that this is a batch
processed task, taking only 2 hours over a 2 month period.
Note also that the system scales linearly with the number
of locations that it processes. Parallelizing this task is not
an issue as each location is not processed multiple times,
meaning that in our distributed architecture it would take
a lot less than the 2 hours. We can also employ caching
mechanisms to improve the overall performance.

6. CONCLUSIONS

In this paper we presented a general architecture for real-
time event discovery from heterogenous data sources, mo-
tivated by the INSIGHT project. Our long term goal is to
develop a robust, distributed, real-time response infrastruc-
ture to facilitate emergency response and disaster manage-
ment and aid involved agencies in such tasks. We described
the type of data that we are processing in achieving our ob-
jectives, and the challenges we are faced with. Uncertainty
management can be used to improve on the noisy data input
from various sources, and increase our confidence in certain
events, and crowdsourcing mechanisms can be used to find
correlations between different datasets. We demonstrated
the specific architectural decisions made for two of the ma-
jor data sources we have in our system, namely smartphones
and Twitter stream. We are working on the aggregation and
combination of all these data sources and their derived sig-
nals, under the presence of uncertainty in the system, to pro-
duce high quality outputs, with meaningful descriptions.
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Figure 4: Efficiency of “Full” vs “Small” gazetteer
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