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ABSTRACT
Link analysis ranking methods are widely used for summa-
rizing the connectivity structure of large networks. We ex-
plore a weighted version of two common link analysis ranking
algorithms, PageRank and HITS, and study their applicabil-
ity to assistive environment data. Based on these methods,
we propose a novel approach for identifying representative
objects in large datasets, given their similarity matrix. The
novelty of our approach is that it takes into account both
the pair-wise similarities between the objects, as well as the
origin and “evolution path” of these similarities within the
dataset. The key step of our method is to define a complete
graph, where each object is represented by a node and each
edge in the graph is given a weight equal to the pairwise
similarity value of the two adjacent nodes. Nodes with high
ranking scores correspond to representative objects. Our ex-
perimental evaluation was performed on three data domains:
american sign language, sensor data, and medical data.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms, experimentation

Keywords
Social networks, link analysis ranking, network analysis, amer-
ican sign language.

1. INTRODUCTION
The basic tenet of network analysis is to extract certain

types of information from the connections between the ob-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
PETRA’12 June 6 - 8, 2012, Crete Island, Greece.
Copyright 2012 ACM 978-1-4503-1300-1/12/06 ...$10.00.

jects in the network. Several ranking algorithms have been
developed to analyze sets of hyperlinked documents, such
as web pages in the Internet [5, 2]. In this paper, we ex-
plore the applicability of these algorithms to identifying and
ranking the most “representative” objects in a dataset. We
explore a weighted version of two common ranking algo-
rithms: PageRank [2] and HITS [5]. These methods are
highly applicable to assistive environment data.

We propose a novel approach for identifying representative
objects in a large dataset, given their distance or similarity
matrix. Our main goal is not to detect “central” objects (as,
for example, in k-means clustering) but objects that share
widely spread patterns. For example, let P be a very com-
mon pattern in our dataset. Also, assume that P ′ is a slight
variant of P and P ′′ a slight variant of P ′. In other words,
P has “evolved” to P ′ and P ′′. These three patterns may
contained in several different objects in the dataset. Stan-
dard clustering methods may fail to capture this pattern
“evolution” within the dataset. Hence, what we need is an
approach that will take into account both the pair-wise sim-
ilarities between the objects in the dataset, as well as the
origin and “evolution path” of these similarities.

The key idea of our method is to use the objects and their
similarity matrix to define a complete graph. Each object
is represented by a node in the graph and an edge exists
between each pair of nodes. Each edge is assigned with a
weight that corresponds to the similarity of the two nodes
that are connected by the edge. Our main task is to identify
the top-K most representative objects in the dataset, ranked
based on their importance. The degree of importance of an
object is determined by the “strength” of its connectivity in
the network. Objects are identified as “strong” if they have
strong connections (i.e., high similarity) to other “strong”
objects or if they participate in many “strong” paths (i.e.,
paths with edges of high similarity weights) in the graph.

Our experimental evaluation was performed on three real
data domains related to assistive environments: american
sign language, sensor data, and medical data. Our method
produced a ranking of the objects in each dataset taking into
account the similarity “paths” in the graph. Objects with
high ranking correspond to strong representatives. These
representatives may hold patterns that are highly common
in the data; hence they may be used for several data mining
tasks, such as clustering or pattern mining.



The main contributions of this paper include: (1) the pre-
sentation and study of the applicability of weighted versions
of PageRank and HITS, (2) a novel approach based on the
two ranking methods for identifying and ranking represen-
tative objects given their similarity martix, and (3) an ex-
perimental evaluation of the proposed methods on three real
datasets.

2. RELATED WORK
Many methods have been developed in social-network anal-

ysis to assess the “authoritativeness” or “importance” of in-
dividuals in implicitly- or explicitly-defined social networks.
The network is represented as a directed graph, and the con-
cept of in-degree (the number of incoming edges at a node),
or refinements [4], is the simplest measure of importance
of a node. Other notions of importance in social networks
include degree centrality, closeness centrality, betweenness
centrality, and eigenvector centrality [9].

A prominent application domain of importance measures
is in the area of web ranking. The two most well-known
techniques are PageRank [2] and HITS [5]. Many variants
of those methods have been proposed, as well as adaptations
of those basic methods for different objectives.

Selecting important or, most commonly called ”reference”
sequences from a large database has been studied widely in
the fields of machine learning and databases. A simple ap-
proach [14] is to select objects that cover most of the domain
space and have distances to other objects with high variance.
Another technique for reference object selection is used by
Boostmap [1] — a method for approximate similarity rank-
ing in metric and non-metric spaces. The object selection
process is based on Adaboost.

A very related problem is that of spectral clustering, where
the spectrum of the similarity matrix of the data is used
to perform dimensionality reduction. One common method
used in image segmentation is the normalized cuts algorithm
[13], where points are partitioned into two sets based on the
eigenvector corresponding to the second smallest eigenvalue
of the Laplacian matrix of the data. Spectral clustering
may capture representative objects or dimensions of the data
based on a similarity matrix. Our approach is fundamentally
different in the sense that we exploit the similarity matrix
of a set of objects to identify representatives as well as a
ranking of their importance.

3. METHODS
Let G = (V,E) be a graph, where V = {v1, . . . , v|V |} is

the set of vertices and E = {e1, . . . , e|E|} the set of edges in
G. Also, let W = {wij} be the set of edge weights, were wij

corresponds to the weight of the edge connecting nodes vi
and vj .

3.1 Weighted Hubs and Authorities
The hubs-and-authorities [5] algorithm, also known as HITS,

is a link analysis ranking algorithm precursor to PageRank.
The intuition behind this algorithm is based on the way a
social graph is formed. That is, some nodes act as informa-
tion hubs, in the sense of links to highly authoritative nodes.
Hence, they are not authoritative themselves but they point
to many authoritative nodes. At the same time, a node is
considered authoritative if it is pointed to by many “strong”
hubs.

Each node is ranked with respect to its “importance” as a
hub or authority. A strong hub is a node that is connected
to many strong authorities; a strong authority is a node that
is connected to many strong hubs.

Given G, each node vi is associated with a hub weight hi

and an authority weight ai. The magnitude of the weight
corresponds to the strength or importance of each node.
During the application of the iterative algorithm, the sum
of the squared hub and authority weights is enforced to be
invariant and equal to unity. This is achieved by successive
normalizations of the weights.

At the intialization step, each node is assigned with hub
and authority weights of 1√

(|V |)
. Then at each iteration,

authority and hub weights are updated as a function of the
hub and authority weights, respectively, or

aj ←
|V |∑
i=1

wijhi and hi ←
|V |∑
j=1

wijaj

Authority weights are thus a weighted sum of the ingoing
hub weights, and correspondingly, hub weights are main-
tained as a weighted sum of the authority weights of the
pages linked to by a hub. To guarantee invariance of the
weights at each iteration it should hold that

|V |∑
i

a2
i = 1 and

|V |∑
i

h2
i = 1

Hence, after each iteration the authority values are divided
by the square root of the sum of the squares of all authority
values, and the hub values are divided by the square root of
the sum of the squares of all hub values.

3.2 Weighted PageRank
PageRank [2, 10] has been developed for link analysis and

ranking, and expresses a probability distribution that repre-
sents the likelihood that a person who is randomly following
edges in a graph will arrive at any particular node (random
surfer model). For initialization, it is assumed that the dis-
tribution is evenly divided among all nodes in the graph.
PageRank is an iterative algorithm and its computation re-
quires several passes through the whole graph to ensure that
the approximate PageRank values more closely reflect the
theoretical true value.

Let PR be the vector of PageRank values. Using the
recursive definition of PageRank [2, 10], PR is computed as
follows:

PR(vi) =
1− d

|V | + d
∑

∀vj→vi

PR(vj)

|F (vj)|
, (1)

where F (vj) corresponds to the out-degree of node vj .
Note that in order to avoid getting trapped to loops of sink

states (i.e., nodes that have no outgoing edges) PageRank
assumes that nodes with no outbound edges should link to
all other nodes in V . For this purpose the regulating residual
probability 1−d is used, also called damping factor. Assign-
ing an appropriate value to 1 − d depends on the graph we
are studying. In the case of WWW, a random user surfing
the web will typically follow the order of 6 hyperlinks after
becoming bored and choosing some other random web-page
to surf. Thus in this case, 1− d = 1/6 ≈ 0.15.

In our problem setting, however, we assume a complete
graph with edge weights. We adjust Equation 1 to include



the weight vector W as follows:

PR(vi) =
1− d

|V | + d×
∑

∀vj→vi

wji × PR(vj)

|F (vj)|
. (2)

3.3 Finding and Ranking Important Objects
Let O = {o1, . . . , oN} denote a set of N objects. No addi-

tional information is needed regarding the underlying space.
Also, let D = {dij} be the N × N similarity matrix of the
objects in O. Our task is to find the ranked set of the top-K
most important objects in O.

The first step of our method is to create a complete graph
G = (V,E), where V ≡ O and E = {e1, . . . , e|E|} the set of
edges in G defined for each and every pair of nodes in the G.
The set of edge weights W is defined as follows wij = dij .

Next, we run HITS and Pagerank on G. The ranking
scores produced by the algorithms are then aggregated using
the sum as the score aggregation function. To optimize the
computation our method employs Fagin’s algorithm for rank
aggregation [3]. Finally, the top-K objects are reported as
the most important ones in the collection and their ranking
is identified by Fagin’s algorithm.

4. EXPERIMENTS

4.1 Setup
We have benchmarked three datasets:
• ASL. The dataset contains video transciptions of

American Sign Language (ASL) expressions [11]. A
sequence is a set of events that occur over a time inter-
val. An event corresponds to a grammatical, syntactic,
or gestural field in an ASL expression.

• Hepatitis. The dataset contains information about
patients who have Hepatitis B or C. Events represent
the results of 25 regular tests [12]. A sequence corre-
sponds to a set of tests taken by a patient.

• Pioneer. This dataset was constructed using the
Pioneer-1 dataset available in the UCI repository. Each
sequence contains events performed by a robot. Three
events labels are included: gripper, move, and turn [8].

Our datasets consist of sequences of events that occur over
time intervals. In Table 1 we can see a summary of the
main statistics of each dataset. To assess the similarity be-
tween such sequences, we used a recently proposed distance
measure, Artemis [6, 7]. The distance matrix D was then
converted to a similarity matrix Dsim as follows:

Dsim = 1−D/max(D) (3)

Dataset number of sequence size
sequences min. max. average

ASL 873 4 41 18
Hepatitis 498 15 592 108
Pioneer 160 36 89 56

Table 1: Dataset Statistics.

4.2 Evaluation
We compared the performance of HITS, Pagerank, and

MaxVariance [14]. The results for ASL, Hepatitis, and Pi-

oneer are shown in Figures 1, 2, and 3, respectively. In the

figures, we show the histograms of each of the ranking scores
produced by each method as well as the scatterplots showing
the correation (if any) between the methods.
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Figure 1: Comparison of the ranking scores pro-
duced by HITS, PageRank, and MaxVariance for
the ASL dataset. Scores are normalized in [0,1].

Based on our findings, several observations can be made.
Firstly, there is very low correlation between the MaxVari-
ance method and the other ranking methods. In addition,
there is a high correlation between the hubness and author-
itativeness scores as well as the pagerank scores.

Next, we performed a qualitative analysis of the meth-
ods. As described in Section 3 we aggregated the rankings
produced by HITS and Pagerank and, for each dataset, we
identified the objects (sequences) that appear in the top-5%
of the ranking. For the ASL dataset, the 43 representative
sequences that were detected included subpatterns of events
that describe and characterize distinctive ASL gestures, such
as “wh-questions”, “negations”, and “yes-no questions”. As
regards the Pioneer dataset, the 8 sequences that were iden-
tified describe the most representative movements of the
robot in the dataset and cover all three types of movements
(“gripping”, “moving”, and “turning”). The most representa-
tive sequence (with a significant ranking difference from the
rest of the sequences) included the following pattern:

“moving forward”→ “gripping”→ “moving backwrds”

which is a strongly present pattern in the dataset as it de-
scribes a typical task performed by the robot which is to
move forward, find an object and take it, and then take
some steps backwards.

Finally, 24 sequences were extracted from the Hepatitis

dataset. They included the most representative test patterns
(i.e., sequences of tests) taken by the patients.

The performance of MaxVariance was very poor as in
many cases there was a high repetition of sequences with
the same pattern. In order to capture the same dominant
objects as the ranking methods, the top-K% threshold for
MaxVariance had to be increased to at least over 30%.

5. DISCUSSION
The methods used for the analysis of networks may be

applied in other settings, such as assistive environments, if
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Figure 2: Comparison of the ranking scores pro-
duced by HITS and PageRank, and MaxVariance
for the Hepatitis dataset. Scores are normalized in
[0,1].
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Figure 3: Comparison of the ranking scores pro-
duced by HITS and PageRank, and MaxVariance
for the Pioneer dataset. Scores are normalized in
[0,1].

the domain is reperesented suitably as a network. We trans-
formed illustrative problems from domain of assistive envi-
ronments to a network representation and analyzed them
with variations of two commonly known algorithms for net-
work analysis, namely HITS and PageRank.Our initial ex-
perimental findings show that our approach is promising as
we manage to identify objects with the most representative
patterns in three data domains related to assistive environ-
ments. Directions for future work include a more general
formulation of the problem, a deeper qualitative analysis of
out findings, as well as experimentation on other domains
and larger networks.
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